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Reminder

 PLEASE KEEP YOUR PHONE ON MUTE UNTIL YOU WANT TO 
ASK A QUESTION

 QUESTIONS AND COMMENTS ARE WELCOME
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References

 NICS 3000-051  (Outage Notification Process) 
 NICS 3000-053  (Incident Creation and Administration) 
 NICS 3000-081  (CNOC NASCOM Operational Management Policy) 
 NISN-SOP-0002 (NISN SOP for Trouble Reporting, Activity 

Scheduling, Mission Freeze, and Major Outage Notification) 
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The Policies, Procedures and Guidelines remain the same…only the tool 
has changed. 



 The Communication Service Office (CSO) Notification System (CSONS) is 
the replacement for our current AOPNS and MONS notification systems 
which have reached end-of-life status

 CSONS is a ‘service based’ custom application within the NITSM 
Remedy tool

 It is designed to support the dissemination of technical notifications for:
 Outages associated with CSO Corporate and CSO Mission only
 Planned activities related to Infrastructure/services of CSO 

Corporate, CSO Mission, CSO Russia and MSFC CIO Agency 
Applications Office (AAO)

CSONS is scheduled to go-live September 26, 2016

CSONS Overview
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 An ‘Outage’:

An unplanned failure or temporary interruption that impacts the 
usability or functioning of a support service.

Definitions

 An ‘Activity’ is:

A planned operational, maintenance or upgrade action associated with 
a support service that has the potential to produce a temporary 
interruption of service.
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 CSONS Access Point
 Linking an Outage to an Incident
 Permissions
 Key Field Changes
 Templates
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CSONS Outages
What’s New and Different
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 NITSM (Remedy) will be used to create, update and distribute Outage 
notifications (CSO Corporate and CSO Mission only)

What’s New and Different
CSONS Access Point

To access CSONS and create, update and send Outage notifications, you will log in to NITSM (Remedy) using 
your normal NITSM login.  SSO will provide login verification, and once you are verified you will be taken directly 
to the IT Home Page Overview Console. 
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 In CSONS, an Outage cannot be created without an associated P1 Incident to 
document the event (‘triggering’ Incident)

 The ‘CSONS tab’ of the triggering Incident will be used to enter, update and send 
the Outage information

What’s New and Different
Linking an Incident to an Outage
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 To create, and update Outage information you must:
• Be a member of the triggering Incident’s Assigned Group*+
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What’s New and Different
Permissions

Has ‘CSONS 
Outage Creator’ 

permission

Does NOT have 
‘CSONS Outage 

Creator’ 
permission

 To send or resend an Outage notification you must:
• Be a member of the triggering Incident’s Assigned Group*+, and
• Have ‘CSONS Outage Creator’ permission listed in your NITSM profile

9/12/2016 CSONS Primary User Training
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 Primary users will request NITSM ‘Outage Creator Permissions’ using the NASA 
Access Management System (NAMS)

Creating Your NAMS CSONS Outage Creator 
Permission Request  

Corporate

https://nams.nasa.gov/nams

NOTE:  You must have access to NITSM in order to be granted NITSM ‘Outage Creator Permissions’.  If you 
do not currently have NITSM access, please go to the NITSM Training Portal and view the following 
documents:  ‘NITSM Access’ and ‘NITSM NAMS Roles Defined’
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Click here to view the details of requesting “Outage Creator Permissions” via NAMS.

https://nams.nasa.gov/nams


Old AOPNS Outage Form New CSONS Outage Form
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What’s New and Different
Updated Outage Form

The Outage form has been updated.  Field labels have been modified, and new 
fields and functionality added. 
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Key Field Changes
AOPNS to CSONS
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♦ The CSONS trigging Incident’s ‘Incident ID*+’ replaces the old AOPNS ‘Trouble Ticket’ field. The Incident’s ID 
number will automatically be posted into the title of the Outage Notification, and will also appear in the INC field 
in the text of the notification. 

♦ The CSONS ‘Outage Summary’ field replaces the old AOPNS ‘Subject’ field.  The Outage Summary field is a 
required field and must have an entry in order to save or send the Outage.  The Outage Summary field is limited 
to 254 characters.

♦ The CSONS ‘Outage Reason’ field replaces the old AOPNS ‘Reason for Outage’ field.  In CSONS, the outage 
Reason field is limited to 254 characters, and has been designed to contain a ‘brief and concise’ description of 
the root cause of the outage.  Additional information on the outage may be entered in the new CSONS ‘Outage 
Message’ field. Details of the time elements associated with the outage should be entered into the CSONS ‘Time 
Reported’, ‘Down Time’ and ‘Up Time’ fields. 

♦ The information in the menus associated with the CSONS ‘Loc_Services’ field (Corporate) replaces the old 
AOPNS ‘Sites Affected’ field.

♦ The information in the menus associated with the CSONS ‘Loc_Services’ field (Corporate)  replaces the old 
AOPNS ‘Services Affected’ field.

♦ The CSONS ‘Down Time’ field replaces the old AOPNS ‘Date/Time Down’ field. 

♦ The CSONS ‘Up Time’ field replaces the AOPNS ‘Date/Time Up’ field. 
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Key Field Changes
AOPNS to CSONS
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♦ The ‘Notification Type’ field has been added.  This is a required field and is used to identify changes in the status 
of the outage.  Options are:  New, Update, Correction or Final.  The information in the Notification Type field will 
appear in the subscribers notification.  

♦ The ’Outage Type’ field has been added, and will be used to identify the class of the outage.  Options are:  Major 
or Informational.   Click the link below, to view the full criteria for determining whether the an outage should be 
listed as Major or Informational.  NICS Outage Notification Process - NICS3000-051 

♦ The ‘Outage Impact’ field has been added.  It is used to provided detailed information describing how the outage 
is affecting customers and their associated services.  The Outage Impact field is limited to 600 characters.  

♦ The ‘Outage Message’ field has been added.  It will be used to provide detailed information related to the 
outage.  The Outage message field is unlimited in size.  

♦ The ‘Issue Status’ field has been added.  It will be used to define the category of the outage.  Menu options are:  
Impaired, Loss of Redundancy, Isolated, Down Hard, and Up.  However, in addition to the information in the 
field’s pull-down menu, the Issue Status field allows you to manually enter text into the field itself.  Manually 
enter information will be saved into the Outage form, but will NOT be added to the menu.

♦ The ‘Time Reported’ field has been added.  It will be used to record the time that the alarm was identified, or 
information on the outage was received.   

♦ The ‘Outage Notification Log’ has been added, and provides a record of the distribution of the outage 
notification. 
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What’s New and Different
Templates
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 CSONS allows the creation of ‘reusable’ Templates to complete fields on the 
Outage form.  To create a template:

Step 1:  With an Incident open on your 
screen, click to open the CSONS tab. Step 2:  Enter a name for 

your template. Note: The 
use of created templates is 
NOT limited to the person 
or group that has created 
them.  For this reason, 
make sure that the name 
of your template clearly 
identifies what the 
template is to be used for. 

Step 3:  Complete 
field information that 
is required for your 
template. 

Step 4:  When you 
have completed your 
field entries, save your 
template by clicking 
the ‘Green Action 
button’. The template 
will be added to the 
Template field’s menu, 
and will immediately 
be available for use.  
Note: To save the 
template, make sure to 
click the Green button. 
DO NOT CLICK THE 
SEND BUTTON OR 
THE INCIDENT”S 
SAVE BUTTON.
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Selecting a Template
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 To use a template: 

Step 1:  With an Incident open on your 
screen, click to open the CSONS tab. 

Step 2:  From the Template 
field’s menu, select the template 
that you want to use.  
Information from the template 
will populate the Outage form. 

Step 3: 
Enter
additional 
field 
information 
as required. 

Step 4: Click 
the Send 
button to 
send your 
notification.
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Tips for Using a Template
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Tip #1 Templates are ‘general access’.  Once a template is created it can be 
used by anyone who needs to create an Outage.

Tip #2 Make sure give your template a name which clearly describes what the 
template should be used for.  

Tip #3 If the template you are creating is specific to only your group, make sure 
to indicate that in the name of the template. 

Tip #4 After you select a template, review the pre-populated fields to ensure 
that you have picked the correct template.  If you have made an 
incorrect selection you need to go to each field and delete the 
information, or you without saving or sending the Outage, you can exit 
out of the Outages triggering Incident.

Tip #5 Remember that other people can use the same template, and never 
click the Template field’s Green Action button unless you consciously 
want to change the Templates pre-populated information. 
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Creating an Outage
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With the triggering Incident open on your screen, click on the CSONS tab

Opening the Outage Form

9/12/2016 CSONS Primary User Training

With the CSONS tab open, complete field information as required



The Notification Type Field
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The ‘Notification Type’
field is used to identify 
changes in the status 
of the outage.  Options 
are:  New, Update, 
Correction or Final.  
The information in the 
Notification Type field 
will appear in the 
subscribers 
notification. This is a 
required field and 
must have an entry in 
order to save or send 
the notification. 



The Outage Type Field
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Click the link below, to view the full criteria for determining whether an outage 
should be listed as Major or Informational. 
NICS Outage Notification Process - NICS3000-051 
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The ’Outage Type’ field is 
used to identify the class of 
the outage. 

https://sharepoint.msfc.nasa.gov/sites/cso/cm/_layouts/15/WopiFrame.aspx?sourcedoc=/sites/cso/cm/UNITeS%20Approved%20Dcouments/3000-051%20Rev5%20(Outage%20Notification).pdf&action=default&DefaultItemOpen=1


The Loc_Services Field
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The Loc_Services* field 
will be used to select the 
‘audience’ that will receive 
the notification.  

The Loc_Services* field 
replaces the old ‘Affected 
Sites’ and ‘Affected 
Services’ fields.

Entries in the 
Loc_Services* field must 
be selected from the field’s 
associated menu.  

This is a required field, 
and must have an entry in 
order to save or send the 
outage.   



Understanding the 
Loc_Services Field
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Click the ‘Green Action button’ to view 
the available Loc_Services options. The 
‘Select Location/Services’ menu displays.  

The displayed menu is organized 
alphabetically by ‘Location’  (Center’ and 
‘Corporate Enterprise Services’).  Under 
each location there will be a list of 
‘Services’.  The displayed menu options 
match the NAMS Location/Service 
options that CSONS Subscribers select 
to define the notifications they want to 
receive. 

9/12/2016



Selecting Loc-Services Options 
aka – Selecting the Audience
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Step 1:  Select one or more Services by clicking in the checkbox 
on the left side of the Service Name.  A check mark will appear in 

the checkbox.  Step 2:  Once all required services are selected, 
click the ‘Save’ button.  Your selected options will populate the 

Loc_Services field. 
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Using the Loc_Services Options
to Select the Audience 

for the Notification
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Corporate Outage creators will use the 
Loc_Services* field to define the 
audience that needs to receive the 
created notification.  When the creator 
is ready and 'sends' the notification, 
NITSM will search the CSONS 
Subscriber form and locate and send 
the notification to the subscribers with 
CSONS registrations that match the 
defined locations and services. 
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Example 1
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Example 2
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Example 3
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+

When the creator of an outage selects a ‘Corporate Enterprise 
Service’ the notification will be sent to: 
 Anyone that has subscribed directly to that specific Enterprise 

service and
 Anyone that has subscribed to the same service at the Center 

level. 



Outage Freeform Text Fields
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The ‘Outage Message’
field is used to provide 
detailed information 
related to the outage.  The 
Outage message is a 
freeform text field and is 
unlimited in size.  
.

The ‘Outage Summary’ field is a 
required field and must have an 
entry in order to save or send 
the Outage.  The Outage 
Summary field is limited to 254 
characters, and should be a 
brief and concise description of 
the outage. 
.

The ‘Outage Impact’ is 
a freeform text field 
used to provided 
detailed information 
describing how the 
outage is affecting 
customers and their 
associated services.  
The field is limited to 
600 characters.  

.

For Mission Use only.
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The ‘Outage Reason’ field is used to provide a ‘brief and 
concise’ description of the root cause of the outage.  
Additional information on the outage may be entered in the 
‘Outage Message’ field. The outage Reason field is limited 
to 254 characters. 



The Issue Status Field
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The ‘Issue Status’ field is 
used to define the category 
of the outage.  Menu 
Options are:  Impaired, Loss 
of Redundancy, Isolated, 
Down Hard, and Up. 
However, in addition to the 
information in the field’s 
pull-down menu, the Issue 
Status field allows you to 
manually enter text into the 
field itself.  Manually enter 
information will be saved 
into the Outage form, but 
will NOT be added to the 
menu.

.
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Outage Timing Fields
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The ‘Time Reported’ field is used 
to record the time that the alarm 
was identified, or information on 
the outage was received.   
.

The ‘Down Time’ field is used to 
record the date and time that the 
outage down time began.   

The ‘Up Time’ field is used to 
record the date and time that the 
outage down time stopped.   
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In the Corporate environment, time will be displayed based on you actual time zone.  GMT is not available.  Time information will 
default to the time zone of the person that is logged in to NITSM.  For example, if an Outage was created at KSC it would 
reference for the creator, EST.  If the request was reassigned to CNOC, when CNOC reviews the request they will see the time 
converted to CST.  



Sending Your Outage Notification
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 To send you outage notification, complete the Outage information 
and then click the ‘Send’ button

 The action of sending the notification will also save the information 
into the Incident
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Saving without Sending 
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If you are not 
ready to send 
the 
notification, 
you can use 
the Incident’s
‘Save’ button 
to save your 
entries.
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Outage Info Posted
Into the INC’s Work Details Tab
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 Although the Outage information is a permanent part of the triggering 
Incident, when the Outage is saved or sent, information from the 
Outage form is posted into the triggering Incident’s Work Details Tab 
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The Outage Notification Log
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 The ‘Outage Notification Log’ provides a record of the distribution of 
the outage notification

 The ‘Outage Notification Log’ entries will automatically display in the 
log once you click the ‘Send’ button
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The Outage Audit Log
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 Because the Outage is part of the 
Incident, information on the changes 
made in the Outage are automatically 
recorded in the Incidents Audit Log
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Tips for Working with 
the CSONS Outage Form

Tip #1 It is different than you are use too, but it’s not as complicated as you are trying to make it. 

Tip #2 The tool might be different, and the field names might have changed, but the processes and  
procedures you need to follow and the information you need to provide are the same. 

Tip #3 You must have CSONS Outage Creator permissions to send a notification.  Without CSONS Outage 
Creator permissions you can create and save the Outage information, but you cannot send it to 
anyone.  

Tip #4 Don’t forget the Loc_Services options you select define the ‘audience’ that will receive the 
notification.

Tip #5 If it’s a huge outage, consider selecting your audience using in the ‘Enterprise Corporate Services’ 
options.  This will not only provide notifications to those that directly subscribe to the selected 
Enterprise Services, but will also provide matching notifications to subscribers that have selected 
the same service at the ‘Center’ level. 

Tip #6 When new or additional information is available you can send a Update or a Correction.

Tip #7 To search for Outages, open the Incident in Search mode, and either enter the Outages triggering 
Incident ID number into the Incident ID field or if you do not know the Incident’s ID number, click on 
the CSONS tab and enter whatever information you know into the Outage fields.  Once you have 
completed you entries, click the Search button at the top left of the form.  
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Questions, Comments or Concerns 
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In Conclusion…

389/12/2016

Thank you for attending 
today’s training.  

Your support of CSONS 
is appreciated. 

CSONS Primary User Training
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BACKUP MATERIAL

40
08/25/2016

SMi Release 2 ORR

 Creating Your NAMS CSONS Outage Creator Permission Request

 Corporate Services Descriptions (Note:  you will need to expand your screen 
resolution to view this document)

 References:
NICS1000-001 Rev 5 – Incident Management

Severity Definitions
NICS3000-052 Rev 4 – Outage Notification Process

Major Outage Notification Issuance Criteria
Major Outage Notification Types
Information Notification
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Creating Your NAMS CSONS Outage Creator 
Permission Request  

Corporate

Step 1:  From 
your ‘Current 
Access’ list, 
locate ‘AGCY 
NICS Remedy –
Corporate’.

Step 2: Click the ‘Modify Access’ button. The AGCY 
NICS Remedy – Corporate registration form displays. 
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Creating Your NAMS CSONS Outage Creator 
Permission Request  

Corporate
(continued)

Step 3: Select the Urgency associated with the 
processing of your CSONS Outage Creator 

registration.  

Step 4:  Enter information 
to define why you need to 
be given CSONS Outage 

Creator permission. 

With NAMS open on your screen: 
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Step 7:  Click the ‘Submit Modification’ 
button to submit your request.  

Step 5:  Scroll to 
the bottom of the 
AGCY NICS 
Remedy 
registration form.  
In the ‘NITSM 
Role(s)’ field, click 
the 2 orange 
arrows to open the 
NITSM Roles 
menu. 

Step 6:  In the menu’s ‘Filter’ field, enter 
‘CSONS’.  A list of CSONS options displays.  
From the displayed list, select ‘CSONS Outage 
Creator’.  A check mark displays in the box on 
the left of the role, and the CSONS Outage 
Creator option populates the NITSM Roles 
field.  

Creating Your NAMS CSONS Outage Creator 
Permission Request  

Corporate
(continued)
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Your modified NITSM registration will be processed, and you will receive an email 
confirmation of your submission   

Example 
Confirmation 

email.

The standard NAMS 
approval requirements 
apply to the addition of 
addition of CSONS 
Outage Creator 
permissions.

Creating Your NAMS CSONS Outage Creator 
Permission Request  

Corporate
(continued)

9/12/2016 CSONS Primary User Training

Click here to 
return to the main 

slides
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Corporate Enterprise Services Corporate Enterprise Services CSONS Description
Cable Plant Cable Plant 

(Haig Arakelian CSO, Ted Dean NICS)
Includes activities and unplanned outages on the operation, maintenance, engineering, design installation, and sustaining engineering of copper and fiber optic cable plants; cable management and support for end-to-end configuration/validation 
tests to meet operational and institutional requirements.

Cable Television Cable Television
(Center Communications SME/NICS CSDM)

Includes activities and unplanned outages on the cable television distribution system (includes all cable TV services).

Center Telephone/PBX Center Telephone/PBX
(Center Communications SME, NICS CSDM)

Includes activities and outages on the Center telephone system

Video Conferencing Support Systems Video Conferencing Support Systems
(Andrew Bush CSO, Pat O’Neill NICS)

Includes activities and unplanned outages on the Video and Voice Conferencing rooms and systems associated with those rooms.

Voice Conferencing Support Systems Voice Conferencing Support Systems
(Kathy Hatley CSO, Pat O'Neill NICS)

Includes activities and unplanned outages on bridging and support systems of the voice conferencing network systems.

Corporate Voice Services Corporate Voice Services 
(Kathy Hatley CSO, Greg Oden, NICS)

Includes activities and unplanned outages on the switched voice services that support long distance services between NASA locations.

CSO related Security Operations Center (SOC) CSO related Security Operations Center (SOC)
(George Cruz CSO, Scott Hyatt NICS)

Includes activities and unplanned outages on all CSO SOC related/requested equipment. Includes the security monitoring systems that are strategically deployed within CSO to provide NASA a monitoring capability to detect and respond to 
network intrusions, or unauthorized access/use of NASA networking resources. 

CSO Enterprise Tools CSO's Enterprise Tools
(Tina Walley CSO, Bryan Pennington NICS)

Includes activities and unplanned outages associated with Enterprise tools (e.g. applications or related systems). Applications to include NITSM, CENMS, iTMS, NRS, and the CSO Dashboard.

DCNSS - Data Center Network and Security Services DCNSS - Data Center Network and Security Services (DCNSS) 
(Jim Lane CSO, Brad Harris NICS)

Includes activities and unplanned outages on the Data Center Networks that are managed by CSO such as MSFC NDC, JSC NDC, KSC RRA, JSC, MSFC, ARC, and LARC ASDC.

DDI - Application Server DDI - DDI Application Server
(Carol Bryant CSO, Les Chafin NICS)

Includes activities and unplanned outages on the DDI Service, CSO provides Domain Name Service (DNS), Dynamic Host Configuration Protocol (DHCP), Autonomous System Number (ASN) management and IP address management (IPAM), 
for all IP resources assigned to NASA. CSO serves as the Agency’s authorized interface with the Regional Internet Registries, DOTGOV, and other registration authorities for management of IP address space and domain names, and delegates 
authority to local network management organizations for day-to-day management and monitoring of local IP resources, using the DDI system (application and data repository). DDI problem disrupting DNS and DHCP for a Center or project. 

DDI - DHCP DDI - DHCP 
(Carol Bryant CSO, Les Chafin NICS)

Includes activities and unplanned outages on the management and monitoring of local DHCP services.

DDI - Domain Name Service (DNS) DDI - Domain Name Service (DNS) 
(Carol Bryant CSO, Les Chafin NICS)

Includes activities and unplanned outages on CSO registered NASA.GOV and other second-level domain names and administers NASA’s Internet domain naming policies and conventions. Sub-domain management is conducted by the 
appropriate NASA centers/organizations. DNS activities supported include additions, removals, and changes to the DNS database, and coordination with registration authorities such as ARIN and DOTGOV. Web service policy is set by the Web 
Services Office (WSO) of the Agency Office of the Chief Information Officer (OCIO), and administered as applicable, by the CSO through the DDI service.

Desktop Mobile ViTS Desktop Mobile ViTS 
(Andrew Bush CSO, Pat O’Neill NICS)

Includes activities and unplanned outages on encrypted multiparty videoconferencing and content sharing across a wide range of devices (e.g. Video Conferencing).

Digital Television (DTV) Digital Television (DTV)
(Andrew Bush CSO, Sandy George NICS)

Includes activities and unplanned outages for the multiplexed video from HQ via the PIP network to a contractor operated teleport for C-band uplink and broadcast to all 50 states. Also includes Live Interview Media Services (LIMS) signal from 
one of 11 NASA centers via the PIP network to a contractor operated teleport for Ku band uplink and broadcast to CONUS.

Enterprise Physical Access Control System (EPACS) Enterprise Physical Access Control System (EPACS)
(Center Communications SME, NICS CSDM)

Includes activities and unplanned outages for center EPACS enclaves.

Perimeter - Firewall Perimeter - Firewall 
(Kevin Boswell CSO, Vince Moyers, NICS)

Includes activities and unplanned outages for the firewall services and network security services.

Instant Meeting Instant Meeting
(Kathy Hatley CSO, Pat O’ Neill NICS)

Includes activities and unplanned outages for Provider and Carrier driven events for NASA specific circuits. Also includes all nationwide activities and outages as required (e.g. Audio Conferencing).

International/Custom Circuits International/Custom Circuits 
(Kathy Hatley CSO, Chris Knoell NICS)

Includes activities and unplanned outages for the International/Custom Circuits to provided to many of NASA’s International Partners and agencies through cooperative arrangements. Includes the economical infrastructure that provides the 
basic connectivity for programmatic requirements for the transport of data.

LAN - Wireless LAN - LAN/Wireless
(Jose Nunez-Zapata CSO, Steve Foshee NICS)

Includes activities and unplanned outages for NASA, NASA Guest, and NASA BYOD wireless services at each at each Center.

LAN - Local Area Network LAN - Local Area Network (LAN) 
(Jose Nunez-Zapata CSO, Steve Foshee NICS)

Includes activities and unplanned outages on all wired services at each of the centers (e.g. LAN Routed Data (Wired)). Includes the wired LAN/Guest network access service.

LAN - Synergy Achieving Consolidated Operations and Maintenance 
(SACOM)

LAN - Synergy Achieving Consolidated Operations & Maintenance 
(SACOM)
(Jose Nunez-Zapata CSO, Steve Foshee NICS) 

Includes activities and unplanned outages on the SACOM and ISE (e.g. NAC) environments. Will include network access upon completion of EIB NAC project.

CSO/NICS WAN/LAN Management - Out of Band Access (OOBA) CSO/NICS WAN/LAN Management - Out of Band Access (OOBA) 
(Jose Nunez-Zapata CSO, Arkan (DJ) Al-Dijaili NICS)

Includes activities and unplanned outages on CSO NICS Device Management network.

Public Address System Public Address System
(Center Communications SME, NICS CSDM)

Includes activities and unplanned outages on all Center's Public Address System. 

Perimeter - Remote Access Services Perimeter - Remote Access Services
(Kevin Boswell CSO, Vince Moyers, NICS)

Includes activities and unplanned outages on all VPN, dial-up, or other remote access installations services. 

Service Design and Development Lab (SDDL) Service Design and Development lab (SDDL)
(Carol Bryant CSO, Jim Good NICS)

Includes activities and unplanned outages on the CSO Prototyping Networking (CPN) lab, Internetworking Lab (INL), and Network Operations Support Lab (NOSL).

Voice Over Internet Protocol (VOIP) Voice Over Internet Protocol (VOIP)
(Center Communications SME, NICS CSDM) 

Includes activities and unplanned outages on the voice services at each of the centers (e.g. Unified Communications (UC) / Voice over IP (VoIP)).

WAN - CSO Backbone WAN - CSO Backbone 
(Chris Spinolo/Carol Bryant CSO, Chris West NICS)

Includes activities and unplanned outages on the CSO Backbone.  CSO backbone includes WAN backbone routers, backbone circuits, gateways facilities, CIEFs, and L2VPN services.

WAN - Routed Data WAN - WAN Routed Data 
(Jim Lane CSO, Arkan (DJ) Al-Dijaili NICS)

Includes activities and unplanned outages for the WAN Routed Data. This service includes all Center to Center logical network connections and related hardware (peering, DMZ, WAN Corporate routers, tail routers/circuits, and WAN connected 
host switches). Includes NTP service. 

Perimeter - Web Content Filter Perimeter - Web Content Filter 
(Kevin Boswell CSO, Vince Moyers, NICS )

Includes activities and unplanned outages for the Proxy and Web Content services.

Corporate Services Descriptions
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Appendix C. Severity Definitions 

 Severity 1: Critical Service Impact = Loss of services that results in an outage to a large community of users (e.g. 
Center, data center, associated component facility) or impact to a high visibility event (e.g. launch, conference, Extra 
Vehicular Activity). Outage thresholds are less than or equal to 2 hours for outages without technician dispatch, and 
less than or equal to 4 hours with technician dispatch. 

 Severity 2: Loss of services to any major service (e.g. Domain Name services, Remote Access services, NTP 
services), or a large number of users (e.g., outages to campus core or distribution network device, large segment of 
a network, or a communications hub such as a CIEF). Outage thresholds are less than or equal to 4 hours. 

 Severity 3: Loss of services to multiple users (e.g., outage of an access layer switch, or near/far site router/switch) or 
loss of system redundancy (e.g., outage of a redundant device). 

 Severity 4: Loss of services to a single user (e.g., a loss of a port on a switch, or a DNS record issue). 

MISSION NETWORK 
 Severity 1: Real Time Critical Service Impact = Loss of service defined as Real Time Critical in NISN Program 

Service Level Agreement. This measures the contractor’s ability to maintain the architecture that allows for 
automated recovery of real-time critical services. Restoration of a Severity 1 outage that impacts real time critical 
services within 1 minute. 

 Severity 2: Mission Critical Services as defined in the NISN Program Service Level Agreement. Restoration of a 
Severity 2 outage that impacts Mission Critical Services within 2 hours. 
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